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Abstract

The goal of virtualized audiois to extract soundsourceglec-
turers,meetingparticipants singers musicalinstrumentsfrom
their native acousticalspaces,and insertthem into a virtual
acousticalspacethat is sharedby a numberof listeners. One
exampleof virtualizedaudiowould beto extracta stringquartet
from a concerthall andintroduceit into ones living room. An-
otherexamplewould to permit geographicallyseparatedneet-
ing participantgo appeato be seatecaroundone’s own confer
encetable. This paperdescribeshow this problemcanbe bro-
ken down into two subproblemgseparatiorand auralization),
both of which canbe approachedh physicallyrealisticwaysif
we supposehatwe candrav on the distributed computational
and communicationsesource®f computationabrids. Unlike
traditionalgrid applicationshowever, virtualizedaudiorequires
interactive responsieness.

1

Audio systemsaarelargely stuckin the stoneages. Their
historyis solong, the typical users experienceof themis
sosecond-naturegndthefield’'s performancemetricsare
sodeeplyingrainedthat we have becomeargely deafto
their shortcomings.However, aswe attemptto add au-
dio to new modesof interactionsuchas AccessGrids,
their limitations are becomingmore clear Why canwe
not make it soundasif a remotememberis sitting at the
sameconferenceableastherestof theteam?Why can
shouldit not be possibleto transporta musicalperformer
to thelisteners room? Thesearethe samequestiononly
theaudiencesredifferent.

An audiosystemis a long and complex chain of pro-
cessingsteps(in electronic, acoustic, and mechanical
guises)thatleadfrom a sound-producingibrationto the
hairsof the listeners innerear In traditionalaudiosys-
tems, thesestepslargely destry information aboutthe
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original sourcesor confusesuchinformationaboutthem
with otherextraneousnformation. By thetime anaudio
signalreacheghe listeners ear it hasbeenchangedby
two differentrooms,a (probablyoverzealousyounden-
gineers mixing board, the distortion characteristicef a
loudspeakr, andafeebleattemptto reconstrucbnepoint
of theoriginal soundfield in acompletelydifferentroom!
Is it any surprisethat we feel like we are living inside
the musicians guitar, or that our remoteteammembers
voiceappearso come poltergeist-like,from no particular
place?

It doesnot have to be this way. This paperoutlines
virtualized audio, an approachto audiothatcould let us
transporthe performeror theteammembeito our venue.
More generally the goal of virtualizedaudiois to permit
listenersandperformergo injectthemselesinto ashared
virtual acousticspace—tdet a listenerhearwhat a per
formerwould soundlike in hisroom.

To achierethevision of virtualizedaudiorequiressolv-
ing two problems: sourceseparationwhich we refer to
asthe reverseproblem, and auralization,which we call
the forward problem. It is importantto notethat neither
sourceseparatiomor auralizationis a nev problem. My
proposalis that we apply the full computationaforce of
distributed computingervironmentssuchas the Grid to
solve them betterand to make them practical for users
with a minimum of additionalequipment.ldeally, virtu-
alizedaudiowould requireonly thata userhave a collec-
tion of high quality microphones&nda high quality setof
headphoned-owever, the virtualizedaudiomodelis not
limited to this equipment,and we will considerseveral
extensionsn this paper

The main technicalinnovation discussechereis that
of doing auralizationusing a physicalsimulationof the
acoustiovave equation.This providesa clearexampleof
how thevirtualizedaudioapproacttanleveragethe com-
putationalresource®f the Grid. It is alsoan exampleof
aninteractive applicationthatthe Grid will likely have to
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supportin the future. Learninghow to map suchappli-
cationsto sharedlistributedcomputingervironmentss a
primary researchocusof the author

Due to the extremely limited preparation time for this
paper, it does not contain citations to prior work and art,
and it talks quite generally about some rather complex
topics. Where possible, | have tried to at least outline
what isknown and what can be known. Initspresent form,
the paper is intended to be a discussion starter, not an all
encompassing survey or research paper.

2 Traditional audio

Figure 1 shaws the structureof a traditional audio sys-
tem. In this and otherfigures,we shall assumehat dig-
ital/analogcorversionis implicit and doesnot affect the
signal. Further we shallnot considerthe storageof audio
streamsn eitheranalogor digital forms.

There are several importantthings to note aboutthe
figure. First, thereis no relationshipbetweenthe sound
sourcesn the performanceoom (wherethe musicianor
teammemberis) andthe soundsourcesn the listening
room. Secondtheroomsaredifferent. The microphones
pick up the soundfield of the performancaoom, which
conflatesboth the soundsthe performermakes and the
“sound” of the room. The listenerhearsthis combina-
tion, further adulteratedoy the “sound” of the listening
room (and his spealers—speadrs are notoriously “col-
ored”devices.)Finally, themicsin the performance&oom
andthe spealersin the listeningroom areintermediated
by a mixer. The mixer's operatorcombinesthe audio
streamgpicked up by the mics (48 or morefor a typical
in-studiomusicrecording)into one or two streams.No-
ticethatevenif welistenvia headphonesyhatwe hearis
still subjectto everythingup to theamplifier.

Figure 2 providesanotherway of looking at the tradi-
tional audio system,namely a filter chain operatingon
the acousticsignal emitted by the performer We'll as-
sumethat the filters are LTI. Although this is not true
in general,it is a useful approximation. En route from
the performerto a particularmicrophonethe signalflows
throughtheperformanceoomfilter, whichimpartsit with
the echosandabsorptiorbehaior of theroom. If thelis-
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Figure?2: Traditionalaudio: filtering andmixing.

tenerwereat the samepositionasthe mic, hewould hear
this signalfiltered throughhis HRTF. An HRTF, or Head
RelatedTransferFunction,describediow anindividual's
uppertorso,head andouterearmodify thesound. HRTFs
arecritical for the perceptionof propersound. The lack
of anHRTF is oneof thereasonsvhy atypicalrecording,
whenheardthroughheadphonesoundsodd.

In the caseof the microphone the signalis filtered by
thecharacteristiof themic. Thisis usuallyanoop,asmi-
crophonesresurprisinglyaccuratedevices,exceptwhen
drivento overload. The now electronicsignalis next fil-
teredand memed with other signalsfrom other micro-
phonesby the mixer. The outputof this stageis effec-
tively whatis experiencedby a headphondistener For
the spealer listener the mixed signalis next filtered by
the amplifier being usedto drive his loudspeakrs, and
thenalsoby the spealersthemseles. It is alsocommon
to view anamplifierandaspealerasasinglefilter, asthey
arenotindependentTheloudspeakrlaunchesanacous-
tic signal,whichis filtered by thelisteningroom. Finally,
it is filtered by the listeners HRTF andturnedinto per
ception.

The importantpoint to take away from this discussion
is that the signal producedby the performeris molested
early andoftenon its way to thelisteners ears. Most of
the filters throughwhich it flows are artificial and have
beenplacedtherefor corvenienceor becausef historical
limitations. The mostimportantof theseis the mixer. In
themid 1950s,it wasjust possibleto placetwo channels
of audioon an LP recordwith 25 dB of separationand
amixer wasa necessity In the early 2000s,we cansup-
port an essentiallyarbitrarynumberof channels.Mixing
down to two channelsor six, is aninformationcrime—it
destrystherichnessof theperformerin aneffort to make
it easierno introducea threadbardacsimileof him in the
listeningroom.

A binauralaudiosystemwhich entailsmicing the per
formanceroom with a dummy head sporting strateyi-
cally placedmicrophonesandthenlisteningto theresult,
withoutary mixing, via in-earcanalheadphonesleanly
avoids manipulationof the signalandallows the listener
to inserthimselfinto theperformance&oomin placeof the
dummyhead.Althoughthistechniques atleast50 years
old, it is perhapsot surprisingthatit hasnever become
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3 Virtualized audio

Figure 3 shavs what an virtualized audio systemwould
look like, bothfor theheadphonéstenerwhowantsto in-
serthimselfinto avirtual acousticspaceglowerright), per
hapsthatof the performer andthe listenerwithin a phys-
ical room (upperright). Figure4 shows the correspond-
ing filter chain model of virtualized audio. The perfor
manceroomis unchangedalthoughit mightbe desirable
to introducemoreor differentmicrophonesr to arrange
themdifferently. The actionis in what happenswith the
mic feeds.Insteadof mixing the signalsfrom thesemics
down to a smallnumberof outputchannelsavirtualized
audiosysteminsteadusesthesesignalsto reconstructhe
original signalbeing producedby the performer(or per
formers). This processcommonlyreferredto assource
separationis discussedn moredetailin Section4.

their voicesin this way. AmericanTechnologyCorpora-
tion, however, hasanascentechnologyHSS(Hypersonic
SoundSystem)that appeargo be ableto do this. The

limitations and costsof this technologyare not yet clear
to this researcher Unfortunately ATC hasonly limited

numbersof samplesat the moment. Previous attemptgo

build spealer systemsuchasHSShave failed. A phased
array(seenext section)of standardlynamicloudspeakrs
is a possibility if a morelimited rangeof performerand
listenermovements acceptable.

While the feasibility of the upperright portion of Fig-
ure 3 remainsto be seenthe lower right portionappears
to be completelyfeasible. To introducea headphondis-
tenerinto a virtual room populatedby the performeris
the bailiwick of auralization.Auralizationis discussedn
moredetailin Section5. Following theauralizationstage
is the HRTF, which, in the caseof headphonegnustbe
artificially introduced.With respecto Figure4, it is im-
portantto notethatauralizatiorrequiresnot only the sep-
aratedsourcesignal, but alsothe compositionof the vir-
tual roomandthe locationand orientationof the listener
within it.

4 Reverseproblem: separation

In its mostgeneraform, sourceseparatiornis referrecto as
ablind sourcelocalizationandblind decorvolution prob-
lem. The problemstatemenis roughly this: given the
signalscapturedby the microphonesandthe positionsof
the microphonesfind out how mary soundsourcegper
formers)thereare, wherethey arelocated,and,for each
source,separateut the effects of the othersourcesand
the filtering effect of the room. By “blind” it is meant
thatwe mayassumanothingaboutparametersuchasthe
numberof the soundsourcegperformers) the natureof
the signal emittedby eachsource,or variousproperties
of theroom. The localizationportion of the problemin-
volvesfindingthenumberof sourceandtheirlocationsin
theroom. Thedecorvolution partof theprobleminvolves
reversingthe effectsof the performanceoomfilter.

In its fully blind form, the problemis essentiallya sta-
tistical estimationproblem.It maybeaddressedsingthe
expectationmaximizationalgorithm, for example. The
problembecomeseasierwith more microphones An es-
sentialelementto arny successfusolutionof the problem
is beingableto bring significantcomputepower to bear
Oncethenumberof sourcestheirlocations andtheroom
filtersareknown, afilter canbeconstructedhatextractsa
particularsourcerom theaudiostreamshemicsproduce.
Thisfilter remainsusefuluntil moresourcesomeon-line,

With a separatedsourcesignal, it is only necessary thelocationof a sourcechangespr theroomchangeslf

to emit that signal in the listening room at the desired
position. The room and the listeners headwill do the
rest. However, currentloudspeakrsarenot ableto throw

we cansimply localize sourceswe may be ableto reuse
work in characterizinghe room response.Indeed,one
can ervision doing a centimeteiby-centimeteresponse
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map of the room to eachmic andthusavoiding mostof
thework in thedecorvolution step.

We canun-blindthe problemin otherwaysaswell. For
example knowing thenumberof sourcegndtheircharac-
teristics(humanspeechtype of musicalinstrument.etc)
helpsconsiderably Anotherexamplewould be tracking
thesourcesvia abadgeor somekind of visualschemein
concertwith cameraracking,for example.

If weknow thelocationof theperformerwe can“zoom
in” on him acousticallyusing an interestingproperty of
transducerthatis illustratedin Figure5. Whenthewave-
lengthproducedby (or interceptedy) atransducers sig-
nificantly smallerthanthesizeof thetransducerthetrans-
duceractslike a searchlight,pbeamingsound(or its at-
tention) in a specificdirection. It might be practicalto
exploit this featureof natureby mountinga highly di-
rectionalmicrophoneon a face-trackingcamerasystem.
Surprisingly mechanicatrackingandeven highly direc-
tional transducersre not really needed.A collection of
omnidirectionalmicrophonescan be electronically pro-
cessedo casta beamof attentionin a particulardirec-
tion, asshown in Figure 6. This is known as a phased
array The selecteddirectionis transformednto a setof
phaseshifts (delays),onepermicrophonethat, whenthe
phase-shiftednicrophongfeedsarecombined makesthe
array of small microphonesappearto be a large micro-
phonepointedin the desireddirection. It is possibleto
dothesamething with anarrayof loudspeakrs,beaming
soundin adesireddirection.

It is importantto notethatmuchof the technologybe-
hind sourceseparationvas developedin the contet of
submarinesonarand aircraft radarduring the cold war.
Separatiorhasalso beenan importantsubgoalof voice
recognitionsystemdevelopers,aswell asan areaof in-
terestfor acousticgesearcheraviuch of thiswork is ripe
to beleveragedor applicationssuchasthe AccessGrid.
Furthermorepy exploiting the significantcomputational
power available or soonto be available from the Grid,
we can potentially solve increasinglyblind versionsof
the problem,replacingexpensve customequipmentwith
computationatycles.
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Figure6: An electronicallysteerablgohasedarray(a) and
its physicallysteeredcounterpartb).

5 Forward problem: auralization

Auralizationis theproces®f filtering therecoveredsignal
of the separatiorstep(or a raw soundsignalfrom close-
micing and echo-cancelinghe performer)to impart the
soundof a virtual room. The outputof the auralization
stepis a binauralsignalthat s filtered by an HRTF and
theninjectedinto a pair of headphonegiving thelistener
theimpressiorthatheis in thevirtual roomalongwith the
performer

Filtering is the simpler part of the auralizationpro-
cess. Determiningthe filters (thereis one for eachpair
of soundsourceandlistener)is considerablymore diffi-
cult. Normally, welimit oursehesto LTI (linearandtime-
invariant)filters. Linearityletsusconsidereachsourcen-
dependenthandthensumtheresults.Linearity andtime-
invariancegreatly simplifies the filtering process. Usu-
ally, thefilter is furtherrestrictedto bea FIR, IIR, or joint
FIR/IIR—arationalfunction. Thelinearity assumptions
guitereasonableOn the otherhand time-invarianceonly
holdsuntil a soundsourceor thelistenermoves,atwhich
time a new filter mustbe determined. A numberof tech-
niguesand libraries have beendevelopedto do efficient
LTI filtering of audiosignalson personatomputerslt is
importantto be ableto track the listeners locationin the
roomandthe orientationof his head,asthefilters depend
onthisinformation.

The traditional approachto computingthe filter for a
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given room is ray-casting. We castout a ray from the
soundsource pounceit againsthewalls, dissipatat, and
wait for it to impingeon thelister position,atwhich point
we capturethetime delayandtheamplitude.Thisis com-

would reset,injectanimpulseat the sourceposition,step
forward an appropriatenumberof times, and collect the
valuesatthelistenerposition. It would thenestimateafil-
ter basedon thisimpulseresponsandshipit backto the
client.

Notethatthe above placesinterestingrequirement®n
thesupercomputeor Grid runningthe simulation:(1) the
invocationsof the simulationareat the behesof the user
and(2) thesimulationmustrespondn a boundecamount
of time. Takentogetherthesaequirementarethoseof an
interactve application,but this is an interactve applica-
tion thatleveragesealphysics.It is alsoimportantto note
thatthis modelplacesminimal requirement®n the com-
municationsnetwork. To invoke the simulationrequires
only asimpleroommodelanda setof positions.Thesim-
ulationonly returnsa FIR/IIR filter. Evenif it returnedhe
wholeimpulseresponsethe computatiorto communica-
tion ratio would still befantasticallyhigh. Thesefeatures
male virtualized audioa prime candidatefor aninterac-
tive Grid application.

The readermay at this point be wonderingwhy we
don't simply eliminatethe impulseresponseandfilter al-
togetherand simply pump the audio streamsright into
thefinite differencesimulation. To do this would require
thatwe be ableto stepthe simulationin real-time. To do
sowould requirethat we operatethe simulationat a rate
of O(zyz(kf)*/c®) stenciloperationgabout30 floating

putationallyintensve processbut almostembarrassingly point operationseach)per secondwherezyz is the vol-

parallel. If the roomgeometryis relatively simple,it can
be “unfolded” geometricallymakingit possibleto casta
muchsmallernumberof raysto getthe sameresult.

At this pointit is importantto discusshow we would
go aboutdeterminingthe filter for a physicalroom. We
would placea microphoneat the listenerposition, snap
our fingersat the soundsourceposition,andrecordwhat
the microphonesees. This recordingwould be the im-
pulseresponsef the room betweenthosetwo points. A
linearfilter is fully characterizedby animpulseresponse,
which canbe thoughof asaninfinite FIR filter. To make
a tractablefilter out of the impulseresponsewe would
eithertruncateit into anFIR or we could estimatethe co-
efficientsof anFIR/IIR filter from it.

Given sufficient computationalresourceswe can do
preciselythe samething in a simulatedroom. A finite
differencesimulationof the evolution of the wave equa-
tion (the initial conditionis the finger snap,or injected
impulsein pressure)s sufficient for us to computethe
impulseresponse.Figure 7 demonstrategvhat a system
thatdoesthis would look like. In steadystate,the client
workstationwould simply apply its room filters to each
of the sourceaudiostreamssumtheresults,apply anap-

propriateHRTF, andthenfeedto the users headphones.

Whenthe room changedor a sourceor listenerposition
changedtheroommodelandpositionswould be shipped
over to the finite differencesimulation. The simulation

umeof theroom, k is thenumberof grid pointsperwave-
length, f is the maximumfrequeng to resole, andc is
the speeddf soundin the medium.For air, &k = 2, f = 20
KHz, andz = y = z = 4 m, this amountsto about
4.110'2 stenciloperationgper second or well within the
10sof petaflopsin otherwords,theimpulseresponsap-
proachis neededo makethisform of auralizatiorfeasible
today

6 Conclusions

This paperhasbeento introducevirtualizedaudio,anal-
ternative approacho audiosystemghat attemptsto pre-
sene informationandthusis ableto replacepatheticillu-
sionwith anattemptatreality. We have lookedathow the
two subproblem®f virtualizedaudio,namelyseparation
andauralizationcanbe addresseavith specializechard-
wareor by bringing to bearthe computationakesources
thatgrid computingis likely to offer us.

A prototypeof theauralizationstepof virtualizedaudio
is currentlybeingdevelopedasa studentprojectat North-
western.



